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3 Physics Department, Stanford University, Stanford, CA 94305, United States of
America
4 Erlangen Centre for Astroparticle Physics (ECAP), Friedrich-Alexander University
Erlangen-Nürnberg, Erlangen 91058, Germany
5 Pacific Northwest National Laboratory, Richland, WA 99352, United States of
America
6 Department of Physics, Carleton University, Ottawa, Ontario K1S 5B6, Canada
7 Amherst Center for Fundamental Interactions and Physics Department, University
of Massachusetts, Amherst, MA 01003, United States of America
8 Institute for Theoretical and Experimental Physics named by A. I. Alikhanov of
National Research Center Kurchatov Institute, Moscow 117218, Russia
9 Lawrence Livermore National Laboratory, Livermore, CA 94550, United States of
America
10 Department of Physics and Astronomy, University of Kentucky, Lexington, KY
40506, United States of America
11 Brookhaven National Laboratory, Upton, NY 11973-5000, United States of
America
12 SLAC National Accelerator Laboratory, Menlo Park, CA 94025-1003, United
States of America
13 Department of Physics, Applied Physics and Astronomy, Rensselaer Polytechnic
Institute, Troy, NY 12180, United States of America
14 TRIUMF, Vancouver, BC V6T 2A3, Canada
15 Department of Physics and Astronomy, Laurentian University, Sudbury, ON P3E
2C6, Canada
16 Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049,
People’s Republic of China
17 Institute of Microelectronics of the Chinese Academy of Sciences, Beijing
100029, People’s Republic of China
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Abstract
The nEXO neutrinoless double beta (0νββ) decay experiment is designed to use
a time projection chamber and 5000 kg of isotopically enriched liquid xenon to
search for the decay in 136Xe. Progress in the detector design, paired with higher
fidelity in its simulation and an advanced data analysis, based on the one used for
the final results of EXO-200, produce a sensitivity prediction that exceeds the
half-life of 1028 years. Specifically, improvements have been made in the under-
standing of production of scintillation photons and charge as well as of their
transport and reconstruction in the detector. The more detailed knowledge of the
detector construction has been paired with more assays for trace radioactivity in
different materials. In particular, the use of custom electroformed copper is now
incorporated in the design, leading to a substantial reduction in backgrounds
from the intrinsic radioactivity of detector materials. Furthermore, a number of
assumptions from previous sensitivity projections have gained further support
from interim work validating the nEXO experiment concept. Together these
improvements and updates suggest that the nEXO experiment will reach a half-
life sensitivity of 1.35 × 1028 yr at 90% confidence level in 10 years of data
taking, covering the parameter space associated with the inverted neutrino mass
ordering, along with a significant portion of the parameter space for the nor-
mal ordering scenario, for almost all nuclear matrix elements. The effects of
backgrounds deviating from the nominal values used for the projections are
also illustrated, concluding that the nEXO design is robust against a number of
imperfections of the model.
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1. Introduction

Neutrinoless double beta (0νββ) decay is an undiscovered hypothetical process in which a
nucleus with mass A and charge Z undergoes the decay (A, Z) → (A, Z + 2) + 2e− without
emission of neutrinos [1]. The search for 0νββ decay is considered one of the most sensitive
tests of the Majorana nature of neutrinos [1, 2]. The observation of 0νββ decay would open
a portal to new physics beyond the standard model by providing the first direct evidence for
the violation of lepton number conservation, with possible implications for our understanding
of the observed baryon asymmetry in the Universe [3–6]. Under the standard assumption that
the decay is mediated by a light Majorana neutrino, the discovery of the decay would help
constrain the absolute neutrino mass scale since the experimentally observable 0νββ decay
half-life (T0ν

1/2) is inversely proportional to the square of the effective Majorana neutrino mass
〈mββ〉 [7].

136Xe, one of the even–even nuclei with energetically forbidden β decay [8], is an attractive
nuclide for a 0νββ decay search due to several reasons. A 0νββ signal would be a collection of
events with topology consistent with double-β decays, homogeneously distributed in the detec-
tor, uncorrelated in time with other interactions, and with an average energy consistent with
the known Q-value of the decay. Since the 136Xe double-β decay energy is Qββ = 2458.10 ±
0.31 keV [9, 10], it is large compared to Q values of many natural radioactive decays. As a
noble gas, it can be made largely free of radioactive contamination through repeated purifica-
tion. In addition, isotopic separation of 136Xe from the 8.9% natural concentration is relatively
inexpensive and has already been carried out at the tonne scale [11]. While uncertainties still
exist in the estimates of nuclear matrix elements (NMEs) [12–28], that govern the 0νββ decay
process, the product of the squared NME and phase space factor is expected to be favorable for
136Xe in comparison to some other candidate nuclides, such that the sensitivity per unit mass
to the underlying physics places it among the top contenders for large scale detectors [29].

The success of the 100 kg scale EXO-200 experiment [30–34] validates using large liquid
xenon (LXe) time projection chambers (TPCs) for the search of 0νββ decay. This technique
provides a large homogeneousmass of the required isotope with three-dimensional event vertex
reconstruction and well understood energy resolution. EXO-200 was the first experiment to
observe two-neutrino double-β decay (2νββ) in 136Xe [35]. EXO-200 then precisely measured
its half-life of 2.165 ± 0.016 (stat) ± 0.059 (syst) × 1021 yr [30], and set stringent constraints
on the 0νββ decay process, limiting the half life to T0ν

1/2 > 3.5 × 1025 yr at 90% confidence

level (CL), with corresponding sensitivity of 5.0 × 1025 yr using an exposure of 234.1 kg yr
[34]. Compared to other candidate systems, a LXe TPC offers the further advantage that the
active material can be recirculated, and hence its purity can be improved with time.

The advantages of the LXe TPC have a greater impact on the experiment as the detector
size increases, and the tonne-scale nEXO detector has been designed to exploit these advan-
tages, reaching a T0ν

1/2 sensitivity beyond 1028 yr with 5000 kg of xenon enriched to 90%
136Xe [36]. Following its predecessor, nEXO will simultaneously measure the signals from
both the scintillation light and from the drifting ionization, combining the two to obtain three-
dimensional ‘images’ of the energy depositions. Event reconstruction topology forms the basis
of discrimination between double-β decay events and background events which are mainly
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gamma-induced signals. In a LXe medium the former generally have energy concentrated in
one spatial location, or site, with the events distributed uniformly throughout the detector vol-
ume, while the latter result in energy deposited in multiple sites, with event rate decreasing
exponentially toward the center of the detector due to attenuation in the dense LXe. Internal
α backgrounds are tagged and eliminated based on their larger track ionization density which
results in a large scintillation-to-ionization ratio compared to β-like events. The energy mea-
surement makes use of the anticorrelation [37] between scintillation and ionization signals
by independent measurements of these quantities [38], obtaining a resolution that allows the
rejection of the 2νββ decay background to negligible levels for the sensitivities of interest
here.

In an initial analysis [39], nEXO was shown to reach a 0νββ sensitivity of 9.2 × 1027 yr
when using a multi-parameter analysis similar to that featured in early analyses of EXO-200
data [32, 33]. This report presents an improved sensitivity estimate, applying a more realis-
tic model that reflects advances in the design and understanding of the nEXO performance
obtained through ongoing R & D [36, 39–47]. It also includes improved knowledge of the ion-
ization and scintillation production in LXe at MeV energies [48] and increased sensitivity in
material assay measurements. We also incorporate a deep neural network (DNN) developed to
discriminate between signal and background events, following the work done by EXO-200 for
their 0νββ decay search using their complete dataset [34]. The refined geometrical design of
nEXO and its implementation in Monte Carlo (MC) simulations are introduced in section 2.
Section 3 describes the MC procedure to simulate and reconstruct nEXO events as well as
the development of a 0νββ DNN discriminator. The expected background budget is then dis-
cussed in section 4. The discovery potential and half-life sensitivity of nEXO to 0νββ decay
are presented in section 5 and final results are summarized in section 6.

2. Refined geometric design

As shown on the left side of figure 1, the design of the nEXO detector [36] consists of a TPC
vessel filled with enriched LXe and surrounded by∼33 000 kg of HFE-7000 [49], which serves
as both thermal bath and radiation shield. A vacuum layer between an inner vessel (IV) and
an outer vessel (OV) of the cryostat provides thermal insulation from an active water shield,
referred to as the outer detector (OD). Updated dimensions in the TPC vessel and drift region
represent the most significant difference in the current geometry with respect to that employed
in previous studies [36, 39].

In the current design, the TPC vessel is a right copper cylinder with both inner height and
diameter equal to 127.7 cm. This represents a small reduction in size compared to [39], and
corresponds to a total mass of 4811 kg of contained LXe when accounting for the volume
displaced by internal components and using a density of 3.057 g cm−3 for the enriched xenon.
The total drift length between the cathode and the anode is 118.3 cm as indicated on the right
side of figure 1. At the anode, located on the top end of the TPC, charge is collected by 0.6 cm
pitch and 9.6 cm long crossed electrode strips arranged as a large array of 9.6 × 9.6 cm2

interconnected readout tiles filling the top face of the TPC. A detailed description of the anode
is provided in references [36, 50]. The advantage in backgrounddiscrimination from employing
a smaller pitch than that between strips is outweighed by the benefits of reducing the number
of digitizing channels by a factor of two, resulting in a significant reduction of cost and mass
of readout cabling [40].

Electrostatic modeling of the TPC was performed to ensure that the electric field remains
below a maximum allowed strength everywhere to prevent breakdown. To achieve 400 V cm−1

electric field within the field cage region, we require gaps between the vessel end and cathode of
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Figure 1. Visualization of the Geant4 geometry implementation for MC simulations of
the nEXO detector. The drawing on the left shows a cross-section view of the large com-
ponents external to the TPC vessel, including the OD’s water and SNOLAB’s Cryopit
wall. The model on the right shows a close up view of the main components inside the
TPC vessel.

Table 1. Main dimensions of the nEXO geometry. The two cryostat dimensions marked
with an ∗ indicate values that were not changed from the previous analysis [39].

Description Value

Liquid xenon mass in vessel 4811 kg
Liquid xenon mass in drift region 3648 kg
Fiducial xenon mass 3281 kg
TPC drift height 118.3 cm
TPC drift diameter 113.3 cm
TPC vessel height 127.7 cm
TPC vessel diameter 127.7 cm
Inner vessel diameter∗ 338 cm
Outer vessel diameter∗ 446 cm
Water tank height 13.3 m
Water tank diameter 12.3 m

7.5 cm, as well as 7.2 cm spacing between the barrel surface of the xenon vessel and the field
shaping rings (FSRs). In this volume, VUV-sensitive silicon photomultipliers (SiPMs) posi-
tioned in a ‘barrel’ configuration detect LXe scintillation light. A smaller 1.9 cm gap between
the anode and the top of the vessel is provided to accommodate electronics and cabling with
sufficient mechanical clearance. The inner radius of the FSRs is 56.7 cm, yielding a fully active
TPC LXe mass of 3648 kg. The remaining volume, where only the scintillation light but no
ionization from LXe interactions is detected, is referred to as the ‘skin’ Xe region [46].

Dimensional specifications for the SiPMs and charge readout tiles, as well as for their sup-
port structures and electronics are adjusted to the slightly smaller vessel size, along with other
minor design adjustments. Table 1 summarizes the corresponding primary dimensions. The
geometry implemented in MC simulations, built using Geant4 v10.4 [51–53] and described
in more detail in reference [39], has been updated to match these dimensions as specified in
the latest engineering model. As described below, we have also added components outside the
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TPC vessel that were not included in the previous work. The result is the detailed representative
model of the experiment shown in figure 1. A full list of the simulated components accounted
for in the nEXO background model is discussed in section 4.

The MC geometry now includes the high voltage (HV) feedthrough and two tubes within
the HFE-7000 volume that are designed to bring calibration sources near the outside of the TPC
vessel. The support structure for both IV and OV have been implemented along with realistic
attachments and feedthroughs, and with thicknesses matching recent engineering estimates. In
particular, we added additional 0.2 cm and 0.3 cm thick titanium internal liners to both the IV
and OV, respectively. They provide the winding mandrel for the carbon-fiber composite (CFC)
employed in these vessels. For the IV, the liner also doubles as an adsorption barrier for the
HFE-7000. In the model, the liners are made of titanium but other materials are also under con-
sideration. All of these components are modeled as both passive radioactive background shields
and background sources through dedicated simulations of decays in the materials. Background
contributions from electronics cables, running along the vessel structures outside of the TPC
vessel, were found to be negligible, and hence are not included in the simulation.

The OD geometry presented here has been designed for installation in the Cryopit at SNO-
LAB. The OD consists of a water tank enclosing the OV that serves two purposes: to shield
against external radiation, and to tag the passage of nearby muons, which allows for vetoing
of cosmogenically-induced events in the TPC. Our MC simulations indicate that a minimum
diameter of 11 m and a height of 12 m results in enough water shielding to sufficiently reduce
background contributions from the cavern rock and concrete, and to produce nearly maximal
muon tagging efficiency when photomultiplier tubes (PMTs) are mounted on the tank wall and
used to read out the Cherenkov light in the water. The simulated nEXO geometry contains a
water tank, 12.3 m in diameter and 13.3 m in height, which is compatible with the current
dimensions of the Cryopit.

3. Event simulation and reconstruction

This work improves the fidelity of the expected detector response to scintillation photons and
direct ionization produced in LXe. Electronic waveforms produced by the charge signals are
simulated in detail, as well as the reconstructed event energy and topology. The simulation
takes into account generation of charge carriers and scintillation photons, their propagation
in LXe, and electronic signals captured by readout. We then use the simulated signals and
reconstructed energies to determine the event parameters that are input to the 0νββ sensitivity
analysis.

3.1. Ionization/scintillation anticorrelation in LXe

A custom version of the Noble Element Simulation Technique (NEST) [54] calculates the
number of electrons (NQ) and scintillation photons (NP) produced in each simulated energy
deposit in the LXe. These values are stored in a list of hits, along with their generated positions.

NEST version 2.0.1 [55] was modified to correct interface issues with Geant4. Furthermore,
two adjustments were made in the model to attain better agreement with EXO-200 results [48].
First, NEST 2.0.1 included an excess noise correlation in the total number of created electrons
and photons (i.e. an inflated Fano factor), which lacked physical motivation and did not agree
with the noise model determined by EXO-200. It was therefore removed for this analysis,
later versions of NEST incorporated this change. Second, the NEST photoelectric model is
replaced by the NEST beta/Compton model which is used for all recoil electron processes. This
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Table 2. Electric field settings used in NEST’s calculations of charge and light yield in
the LXe for inside and outside the FSRs.

Radial position

Inside FSR Outside FSR

Above anode 0 V cm−1 0 V cm−1

Between anode and cathode 400 V cm−1 Linear from 0 to 8084 V cm−1

Below cathode 6667 V cm−1 8084 V cm−1

conforms with EXO-200 results which observed no significant difference in yields between β
decays and photoelectric interactions at energies relevant for nEXO.

While light and charge yields in the fully active TPC region are only mildly affected by
these changes, we noticed that regions with high electric field, such as in the skin Xe, are
substantially impacted. The electric field used in the modified NEST calculations is considered
to be uniform in six different regions of the LXe as indicated in table 2. Edge regions, where
the electric field is not expected to be uniform, are either discarded in the analysis or represent
a negligible fraction of the total volume, so that the uniform approximation does not affect the
final results.

Some lack of fidelity is expected in the regions outside of the field cage, because the cur-
rently available data interpolated in NEST does not reach sufficiently high field values. The skin
region has electric fields that vary from 0 V cm−1 near the anode to over 8000 V cm−1 near the
cathode. While EXO-200 data is used to establish light and charge yields in the 400 V cm−1

field in the TPC, these data only extend to 600 V cm−1 and do not reach the higher fields
present in the skin region. For this study, the light and charge yields were fixed to their val-
ues at 600 V cm−1 for all greater values of the field. This approach was chosen in order to
be conservative, as it leads to slightly higher backgrounds compared to models in which the
yields continue to decrease with electric field beyond 600 V cm−1. Future work will evaluate
the yield dependence at higher field values, which has been reported to be small but nonzero
[37, 56]. This could slightly reduce backgrounds compared to this study’s model.

3.2. Charge signal detection

The simulation of the charge waveforms follows from the successful procedure in EXO-200
and has been validated in recent R & D data. It starts by modeling the drift of each ionization
hit from its initial position to the charge readout strips at the anode. The electrons are drifted
at a fixed velocity of 0.171 cm μs−1, appropriate for the nominal electric field of 400 V cm−1.
The corresponding transverse and longitudinal diffusion coefficients, measured in references
[47, 57], are used to appropriately broaden the charge distribution in the x, y, and z dimensions.
Diffusion is applied before binning the electrons into cubic voxels used to calculate the induced
charge on each electrode as a function of time [40]. Charge attenuation depends on the drift
distance and assumes an electron lifetime of τ e = 10 ms. The waveforms are simulated for all
strips with charge collection as well as for channels within a distance of 1.8 cm to a charge
collection strip, prior to adding electronics noise.

The frequency spectrum of the noise in the charge electronics, as determined in recent R & D
with prototype ASICs, is sampled and added to the waveform after transformation into the time
domain. The resulting charge waveform is converted into a time series of the current. A Bessel
filter with a cut-off frequency of 300 kHz is then applied to reproduce the analog anti-aliasing
filter in the electronics, and the result is down-sampled to the 2 MHz sampling rate of the nEXO
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Figure 2. Top view of the charge readout tiles (squares outlined by dotted lines) and
current waveform display (inset) showing a multi-site event with energy deposits in three
tiles. The red strips and waveforms indicate charge collection, blue strips and waveforms
represent induced charge without collection, and the green waveforms only contain noise
that triggers the reconstruction algorithm.

electronics design. The simulated current noise is scaled to have an equivalent RMS value as
deduced from simulations of the front-end electronics at the nominal design specifications.
More details about the waveform simulation can be found in reference [40]. Figure 2 shows
the simulated waveforms for an example multi-site event with all energy deposits localized in
three charge tiles.

A fiducial volume (FV) selection is applied to the position of the outermost energy deposit
of each event in the TPC, reconstructed from information of the charge collected in each strip.
To reconstruct the z position, the event start time is subtracted from the charge waveform peak
timing and the difference is converted into a distance using the fixed electron drift velocity. The
outermost energy deposit is found by scanning along the x and y coordinates of strips which
collect charge at matching z positions to find the outermost position. Each event is required
to have at least one strip hit in both x and y, reducing the 0νββ detection efficiency by 3.6%.
The spatial resolution obtained for such deposits is better than the 0.6 cm pitch of the charge-
sensing strips in all three dimensions. The relative distance between a deposit and the nearest
surface (i.e. the FSRs, the cathode, or the anode planes) is referred to as the event’s standoff
distance. Electric field simulations set a minimum standoff distance of 2 cm required for an
event to be within the uniform field, which is also a sufficient condition to reject β particles
from decays on the surface of the nearest components to the FV. With this choice of FV, the
LXe mass included in the 0νββ analysis is 3281 kg.
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Table 3. Optical parameters and reflectivity values used in the LXe optical simulations.

Parameter Value

LXe refractive index 1.69
LXe λabs 20 m
LXe λscat 30 cm
RS (TPC vessel) 0%
RS (cathode) 80%
RS (anode) 20%
RS (field rings) 80%
RS (support rods) 0%
RS (SiPM staves) 0%
RS (SiPMs)[15◦ < θ < 45◦] 25%–28% [41]

The number of electrons detected in each event is calculated using information from the
charge waveforms in a simplified algorithm that retains only the main features of this process,
described as follows. The true charge collected on all strips is summed up, corrected for the
electron lifetime attenuation, and Gaussian noise with σQ = 1130e− is added, resulting in the
corrected charge of the event (ÑQ). The choice for the electronic noise is an average value
obtained from an MC study using simulated waveforms from 0νββ decays. In this study, a
trapezoidal filter with optimal integration time was employed to improve the charge energy
resolution, which was then used to deduce the equivalent average noise corresponding to this
resolution, σQ.

3.3. Scintillation energy

In order to simulate the number of scintillation photons detected for each event, the light col-
lection efficiency ε
(r, z) was calculated as a function of the radial (r) and longitudinal (z)
initial position inside the detector. ε
(r, z) is the product of the photon transport efficiency
(PTE), that depends on the initial position, and the photon detection efficiency (PDE) of the
SiPMs. In references [36, 39], light propagation in the nEXO detector has been studied using
Geant4. Photons were generated by point-like isotropic sources in the LXe and tracked through
the TPC. Optical photon propagation in Geant4 is computationally expensive. An alternative
approach was therefore employed using Chroma running on CUDA-enabled GPUs [58, 59],
making light propagation simulations up to 300 times faster. Geometries were directly imported
into Chroma from standard CAD software allowing an exact remake of the detector geometry
without much simplifications.

The optical parameters that are used as input for the simulations have been refined, lever-
aging recent measurements, and are summarized in table 3. The LXe index of refraction was
calculated using the approach in reference [60] which is in agreement with measurements [61].
Measurements of the absorption (λabs) and Rayleigh scattering (λscat) lengths at 175 nm wave-
length [62], with sufficient sensitivity for the light propagation model, are difficult to obtain.
Other large LXe detectors assume λabs to be the values 30 m [63] and 50 m [64]. Here we
conservatively assume λabs = 20 m that should be easily achieved given the much higher LXe
purity imposed by the electron drift requirements and the extrapolation from reference [65].
Likewise, we conservatively assume λscat = 30 cm, as supported by references [61, 66, 67].

Two surface models are implemented and used for optical simulations depending on the
component. A basic model is used for all non-detecting surfaces, including the FSRs, cathode,
anode, FSR support rods, SiPM staves and TPC vessel. At the surface of these components,
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Figure 3. Spatial average PTE inside the FV as a function of the specular reflectivity
of the cathode and the FSRs. The current light simulation results with updated opti-
cal parameters (black circles) are compared against results from previous simulations
(orange diamonds) [36]. The gray band indicates a systematic error due to the choice of
SiPMs and light simulator. The reflectivity value used in the simulations for this work is
indicated by the vertical dotted line.

the photon interaction is determined by their coefficients of specular reflectivity (RS) and
absorption, while the diffuse reflectivity is always set to zero (the latter being a conservative
assumption). In order to increase light collection, the cathode and FSRs components feature a
reflective Al + MgF2 coating with a conservative 80% specular reflectivity [68]. The angular
dependence of such coatings has been studied using FreeSnell [69], a thin film optical simula-
tor, and was estimated to be only different by ∼10% at large angles of incidence compared to a
flat 80% specular reflectivity. For the anode, composed of the gold-plated charge readout tiles,
a 20% specular reflectivity was adopted based on measurements of the intrinsic reflectivity of
gold at 175 nm [70].

At the detecting SiPM surface, the surface model incorporates recent measurements of the
reflectivity and relative PDE as a function of the incidence angle in LXe [41, 71]. The nEXO
collaboration is undertaking an extensive campaign for characterizing SiPMs from different
vendors to determine the optimal candidate that meets stringent requirements in terms of PDE,
correlated avalanche rate, dark noise rate, capacitance per unit area and intrinsic radiopurity
[36, 42–44]. In particular, recent results indicate that both the FBK VUV-HD1 [42] and Hama-
matsu VUV4 [43] satisfy such requirements. In order to evaluate the impact of using these
different SiPMs, full light propagation simulations were run with each, as well as with differ-
ent sets of reflectivity data. For each set of SiPM candidate and measured reflectivity data the
average PTE within the FV was calculated as a function of reflectivity of the cathode and FSRs.
Figure 3 shows the average over all these simulations. The gray band is an error calculated
by adding the standard deviation across simulations with different SiPMs and the difference
between Chroma and Geant4 of 1.8% in quadrature. The expected average PTE for nEXO in
the current design with 80% reflectivity on the cathode and FSRs is (33.3± 2.0)%. For the MC
simulations, we use a conservative PTE lightmap, shown in figure 4, produced using 5 × 1011

photons and the Hamamatsu VUV4 SiPM parameters, which presents the lowest PDE/(1 − R)
value of 18.6% as corrected for the reflectivity at near normal incidence in vacuum. This is done
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Figure 4. Light map of the nEXO detector showing the probability of photons reaching
the avalanche region of the SiPMs, i.e., the PTE as function of the radial, r, and longi-
tudinal, z, positions in the detector. TPC components such as the FSRs, the anode and
cathode are clearly visible due to their high opacity.

to prevent double-counting the effect of reflectivity when combining the PDE and PTE to esti-
mate the total light collection efficiency ε
(r, z). While the PTE is observed to change by about
a factor of two between the anode and the center of the LXe volume, the absolute difference
in the post-correction energy resolution of 0νββ events between these two regions was found
to be only ∼0.1%.

The corresponding ε
(r, z) from figure 4 is applied to each scintillation hit (εhit

 ) in an event,

and a binomial distribution with NP trials and εhit

 probability is used to determine the num-

ber of detected photons: Nhit
P ∼ B(NP, εhit


 ). The contribution from correlated avalanches, in
which a photon-induced avalanche in one cell of a SiPM can induce an avalanche in a neigh-
boring cell, is modeled by a Poisson distribution: Nhit

Λ ∼ Pois(Λ · Nhit
P ), where Λ = 0.2 is the

total number of correlated avalanches per avalanche in a time window of 1 μs, conforming
with recent measurements [42, 43]. The same measurements also show that the dark count
rate and other electronics noise can be completely neglected. Therefore, the total number of
scintillation photons triggering an avalanche in each event (Nevt

P ) is the sum of Nhit
P and Nhit

Λ for
all hits. The number of reconstructed photons (ÑP) in each event is obtained by the correction
ÑP = Nevt

P /εevt

 /(1 + Λ), where εevt


 is the energy-weighted average of all εhit

 . The position
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Figure 5. Reconstructed light and charge signals of all events in the FV from simulated
232Th decays in the TPC vessel. The dashed lines indicate the location of the diagonal
cut, described in the text. The rotated axis indicates the scale of the rotated energy.

and energy information in this correction are retrieved from the scintillation hits generated
by NEST. An additional systematic error due to imperfect knowledge of εevt


 has been added
and is assumed to be a 0.5% relative error. Based on our energy resolution model this is the
value below which its contribution to the rotated energy resolution can be considered subdom-
inant. Additional work to better understand position-dependent variations and the resulting
requirements for the detector calibration will be part of future studies.

3.4. Energy resolution

Figure 5 shows the spectrum of the reconstructed number of generated photons, ÑP, versus
that of the electrons, ÑQ, for simulated 232Th decays in the TPC vessel. While the well-known
anticorrelation between light and charge signals is clearly visible for the γ lines, an excess of
events with abnormally large light-to-charge ratio is present. This effect is discussed in detail
in reference [46], and is caused by events that deposit some energy in the skin Xe. These events
can be removed from the analysis using a diagonal cut, shown by the dashed lines, since the
distribution of light-to-charge ratio is expected to be approximately a Gaussian around the
mean ratio. Using simulated γ-rays from 208Tl and 40K decays with a single energy deposit
inside the field cage, this cut was designed to keep 99% of events, i.e., within 2.57σ from the
mean of the distribution, and was validated with simulated 0νββ events, resulting in a signal
efficiency of 99.7%. This slightly larger-than-expected efficiency is attributed to the topology
of 0νββ events, which are more localized than the γ events used to produce the cut. This is
the same reason why events in the figure appear slightly off-centered from the diagonal lines,
closer to the top line. The tail at the 2615 keV 208Tl peak arises from the cascade of γ rays in
that specific decay and interactions in the skin LXe. These events are not expected to impact
the 0νββ sensitivity because the tail is at high energies and does not contribute at energies
near Qββ .

The event energy is calculated by E = (ÑP + ÑQ) · Wq, where Wq is the average energy
to create a single quantum of either charge or light. This approach is equivalent to a −45◦

projection of the event energies onto the rotated energy axis shown in figure 5, which is nearly
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Figure 6. Rotated energy spectra of all simulated events in the FV from 0νββ decays and
232Th and 238U decays on the TPC vessel. The vertical lines indicate the expected center
of the peaks while the solid lines show their Gaussian fits. The resolutions are calculated
by the fitted σE/E. The three spectra are normalized to have the same maximum value.

optimal for the expected noise in nEXO. Figure 6 shows the rotated energy for simulated events
from 232Th and 238U decays in the TPC vessel as well as from 0νββ decays in the LXe. The
energy resolution extracted at the peak energies are σE/E � 0.8%. These values were found
to be similar for γ events with single or multiple energy deposits. These results are consistent
with the model described in reference [36], and validated with EXO-200 data [48]. Studies of
the dependence of the energy resolution on the electron lifetime show that a 10 ms, 7 ms or
5 ms lifetime calibrated to 10%, 6% or 3% accuracy, respectively, would reduce the overall
energy resolution by only 0.03%, in absolute value, making its contribution subdominant. The
effect of the energy resolution on the nEXO 0νββ sensitivity is discussed in section 5.2.

3.5. Deep neural network discrimination

Background events in nEXO are expected to be dominated by γ-rays released from decaying
nuclides present in and around the detector region. Their interactions in the LXe are primarily
Compton scatterings which have the distinct feature of depositing energy in multiple locations,
in contrast to β or double-β decays that predominantly leave localized deposits ranging only
a few millimeters. On the other hand, at the energy of interest, bremsstrahlung radiation from
fast electrons produced in 2νββ or 0νββ decays can make such events appear multi-sited
and thus difficult to distinguish from gamma backgrounds. Motivated by the recent results of
EXO-200 [34], as well as analyses using nEXO simulations [40], the simulated waveforms
are used directly to develop a DNN that focuses on these topological differences in order to
discriminate between double-β and γ events. The input to the network are two-dimensional
time series for strips along the x and y directions. In this input, we also include simulated
channels without charge collection but having induction signal height larger than 800 e−. The
algorithm implementation is developed with an 18-layer-deep residual network (ResNet-18)
[72] using the PyTorch framework [73].

The training data consists of two classes of 1.4 million simulated interactions each: 0νββ
decay-like events with the sum energy of the two final-state electrons scaled to a uniform
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Figure 7. 0νββ decay signal selection efficiency versus background misidentification
obtained with the DNN discriminator for simulated events whose reconstructed energy
is within the FWHM around Qββ . The solid orange (dashed blue) line refers to the 238U
(232Th) backgrounds from the TPC vessel. The inset shows the DNN 0νββ discriminator
distribution for these events.

distribution between 900 keV and 3600 keV; and γ rays with uniform energy in the same
range. The location of the simulated decays and γ interactions are drawn uniformly within
the field cage. While 0νββ events occur within a very narrow energy range, the training of
the DNN with a broad energy spectrum minimizes the correlation between this variable and
other background discriminators such as event energy and absolute location in the TPC. It also
emphasizes the topological differences between double-β decays and Compton scatterings that
are independent of the background source. This dataset is randomly split, with 85% of events
used for training and 15% for validation.

Figure 7 shows the separation achieved between simulated events from 238U and 232Th γ-
rays and 0νββ decays, with event energy within the full width at half maximum (FWHM)
around Qββ , after training and validation are complete. A 0νββ decay selection efficiency of
∼80% is achieved with only ∼5% misidentification of 238U events. The rejection of 232Th
events is slightly worse because of the topology of its events overlapping with Qββ . Almost
50% of these events are in the outermost 1500 kg of the 3648 kg TPC LXe volume, and consist
of energy deposited near the Compton edge for the 208Tl 2615 keV γ ray [46]. As such, a
larger fraction of these events consist of just a single recoiling electron rather than multiple
energy deposits, and therefore more closely mimic 0νββ single-site interactions than events
reconstructed in the full absorption peak of 214Bi 2448 keV line (which can be made up of
multiple short-range Compton scatterings).

The DNN performance was verified to be stable for reasonable ranges of the electronic noise
in the waveforms. In particular, we observe that the obtained performance is equivalent to the
separation used in reference [39] for a binary cut on the DNN discriminator of 0.85, but with an
additional 17% increase in signal detection efficiency. This result suggests a tagging procedure
where scores above this value are classified as events with a single energy deposit, referred to
as ‘single-site’ (SS-like), and those below the cut contain multiple deposits, i.e., ‘multi-site’
(MS-like) events.
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4. Background model

A credible background estimation, founded on radioassay data and coupled with a detailed MC
model, is key to an accurate determination of the experiment performance. For this purpose, a
comprehensive list of background sources must be built. This process was successfully demon-
strated in EXO-200 where the predicted background was found to agree, within uncertainties,
with the one derived from the final fit to the data [74]. The results presented here are based on
a robust bottom-up estimation of the backgrounds from individual components and we note
that, as far as intrinsic radioactivity is concerned, these results do not involve any extrapolation
of materials radiopurity beyond what has been already measured.

Background sources are classified into three main categories for nEXO: intrinsic radioactiv-
ity of detector materials, radon outgassing, and radionuclides that form or are introduced during
the course of the material production, detector assembly, and operation. Only background com-
ponents resulting in more than 0.01 SS-like events/(FWHM yr) in the central 2000 kg are
considered here. The background rate in this central mass region provides a simplified ref-
erence value for the experiment’s performance. This is because an analysis performed with
events in that region yields ∼95% of the experimental sensitivity achieved with the full FV, as
presented in reference [39] and re-validated for this work, although the full mass is required
for self-shielding and measuring the background rates.

4.1. Intrinsic radioactivity of detector materials

The long-lived radionuclides of primary interest for nEXO are 238U, with a γ-ray at 2448 keV
(from 214Bi decay) and 232Th, with a γ-ray at 2615 keV (from 208Tl decay). Secular equilib-
rium is assumed for the decay chains. While 60Co and 40K are kept in the background model
because of their impact on the measurement of 2νββ decays, 137Cs is excluded since inter-
actions depositing <700 keV in the TPC are discarded in the analysis. 26Al, with its γ-ray
emission at 2938 keV, is included in the model since it could be present in the sapphire part
of the FSR support at levels of <0.9 mBq/kg at 90% CL. The mass of Al contained in the
reflective coatings is very small, so that its contribution to the 26Al activity is negligible.

A list of radioassay-based input activity levels for nEXO materials is provided in table 4.
The radioassay effort in nEXO is conducted at multiple collaborating labs worldwide, with
cross-calibration efforts to ensure standardization and uniformity in the results. The various
techniques utilized are detailed in references [36, 39]. In addition to the new entries due to
the refined implementation of the geometry in MC simulations, radioactivity measurements
for polyimide in the readout cables and for the ASICs in the electronics were updated from
reference [39]. Previously unpublished radioactivity data for the CFC has been utilized in the
background estimate for the OV and IV. Electrical connections in the TPC and to the cables
bringing signals out of it use gold, epoxy and gold-tin alloy, reproducing the current under-
standing of the design. Following substantial engineering feasibility studies and R & D on
in-house copper electroforming [79, 80], it was concluded that direct electroforming the TPC
cylindrical vessel and other components is possible. Therefore this technology of electroformed
(EF) copper is now the baseline for nEXO and results in a significantly lower background.

Table 5 shows a complete list of the simulated detector components used in the background
model of the sensitivity analysis. Pure β emitters on TPC surfaces are not included since the
short range of β particles in LXe prevents them from passing the FV selection cut.

Isotopic enrichment efficiently suppresses all species lighter than 136 amu with excep-
tion of 134 amu, which makes up the remaining 10% LXe mass. 134Xe double-β decays
with Q-value of 825.8 ± 0.9 keV [81] and is not a background for 136Xe. Continuous xenon
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Table 4. Materials, analysis method and radioactivity concentrations entering the nEXO background model. Data for entries marked with an ∗

were taken from the EXO-200 materials certification program. Entries marked with a † are either new or updated from the previous analysis [39].
Data for titanium, water and stainless steel are from table 6 of reference [75], reference [76] and from reference [77], respectively. Limits are
stated at 90% CL and were computed using the ‘flip-flop’ method [78].

Material Supplier Method 238U (ppt) 232Th (ppt) 40K (ppb) 60Co (mBq/kg)

Electroformed copper† In-house ICP-MS <0.01 <0.01 — —
Copper Aurubis ICP-MS/Ge/GDMS 0.254 ± 0.008 0.13 ± 0.06 <6.4 <0.0033
Sapphire GTAT NAA <8.9 6.0 ± 1.1 9.5 ± 2.0 —
Quartz Heraeus NAA <1.5 <0.23 0.55 ± 0.03 —
SiPM FBK ICP-MS/NAA 0.86 ± 0.05 0.45 ± 0.12 — —
Epoxy∗† MasterBond Ge <360 <540 <930 —
AuSn solder† Nippon micrometal ICP-MS 90 ± 20 68 ± 14 — —
Gold wire bonding† Ametek ICP-MS <230 26 ± 8 — —
Polyimide† Taiflex ICP-MS 0.71 ± 0.04 pg cm−2 0.71 ± 0.20 pg cm−2 — —
HFE-7000∗ 3M NAA <0.015 <0.015 — —
CFC (resin)† SCC Ge <7.7 <19 <31 <0.03
CFC (fiber)† Grafil Ge 40 ± 15 74 ± 39 810 ± 100 <0.11
ASICs (silicon)† Global foundry ICP-MS 0.35 ± 0.13 1.3 ± 0.7 — —
Titanium† LZ TIMET Ge <12 57 ± 5 <29 <0.033
Water SNOLAB <1 <1 <1000 —
Stainless steel† GERDA Ge <48 <200 <58 16.8 ± 2.4
HDPE† Dielectric Sci. NAA 100 ± 19 63.6 ± 2.7 350 ± 10 —
PTFE∗† DuPont NAA <0.78 <0.26 1.8 ± 0.2 —
Cond. PE† Quadrant ICP-MS 224 ± 32 10.1 ± 1.4 — —
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Table 5. List of simulated detector components of the nEXO background model that is used in the sen-
sitivity calculations, along with their material, nuclides simulated, and mass or surface area. Relative to
reference [39], components marked with † were introduced in this analysis, as well as simulations of
60Co decays, 222Rn in the HFE-7000, and 42Ar in the LXe volume. Components simulated but found to
contribute negligibly to the background are not listed.

Component Nuclides simulated Material Mass or surface area

Outer vessel tank support† 238U, 232Th Stainless steel 2711 kg
Outer vessel support† 238U, 232Th, 40K, 60Co CFC 690 kg
Outer vessel 238U, 232Th, 40K, 60Co CFC 2700 kg
Outer vessel feedthroughs† 238U, 232Th, 40K, 60Co Stainless steel 12.5 kg
Outer vessel liner† 238U, 232Th, 60Co Titanium 858.8 kg
Inner vessel support† 238U, 232Th, 40K, 60Co CFC 447 kg
Inner vessel 238U, 232Th, 40K, 60Co CFC 823 kg
Inner vessel liner 238U, 232Th, 40K, 60Co Titanium 323.4 kg
Inner vessel feedthroughs† 238U, 232Th, 40K, 60Co Titanium 8 kg
HFE-7000 238U, 232Th, 222Rn HFE-7000 31 814 kg
TPC vessel support† 238U, 232Th, 40K, 60Co Copper 83 kg
TPC vessel 238U, 232Th, 40K, 60Co Copper 447 kg
FSRs 238U, 232Th, 40K, 60Co Copper 68 kg
FSR support components 238U, 232Th, 40K, 26Al Sapphire 2.59 kg
Cathode 238U, 232Th, 40K, 60Co Copper 12.18 kg
SiPM 238U, 232Th SiPM 2.91 kg
SiPM staves 238U, 232Th, 40K, 60Co Copper 132.4 kg
SiPM module backing 238U, 232Th, 40K Quartz 11.23 kg
SiPM electronics 238U, 232Th ASICs 2.2 kg
SiPM module wire bonds 238U, 232Th Gold 8 g
SiPM cables 238U, 232Th Polyimide 1.53 × 104 cm2

SiPM bump bonds† 238U, 232Th AuSn 2.2 g
Charge module support 238U, 232Th, 40K, 60Co Copper 34.12 kg
Charge module backing 238U, 232Th, 40K Quartz 1.22 kg
Charge module electronics 238U, 232Th ASICs 0.42 kg
Charge module cables 238U, 232Th Polyimide 0.63 × 104 cm2

Charge module wire bonds 238U, 232Th Gold 2 g
Charge module epoxy 238U, 232Th Epoxy 1 g
HV feedthrough components† 238U, 232Th, 40K, 60Co Copper 7.95 kg
HV feedthrough components† 238U, 232Th, 40K PTFE 0.71 kg
HV cable† 238U, 232Th, 40K Conductive PE 2 g
HV cable† 238U, 232Th, 40K HDPE 0.55 kg
Calibration guide tubes† 238U, 232Th, 40K, 60Co Copper 4.92 kg
TPC LXe volume 137Xe, 222Rn, 42Ar, 2νββ, 0νββ Xenon 3648 kg
Skin LXe volume 137Xe, 222Rn, 42Ar, 2νββ, 0νββ Xenon 1163 kg

recirculation and purification guarantees the extreme purity of the LXe in the detector. While
only the direct measurement with the nEXO detector will be able to confirm that the back-
ground from impurities in the xenon is negligible, we consider for the purpose of this estimate
only intrinsic contaminations that can plausibly be problematic. These are the 136Xe, which
undergoes 2νββ, and 42Ar. The 2νββ decay rate is based on the EXO-200 half-life measure-
ment of (2.165 ± 0.061) × 1021 yr [30]. The very long half life and the energy resolution of
nEXO make this background negligible, even at the largest exposure considered here.
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Argon is present in xenon as both are obtained as by-product of atmospheric gas distilla-
tion. Among its long-lived isotopes, only 42Ar is a concern for nEXO. The decay of its daughter
42K results in a β emission with endpoint energy of 3525 keV, as well as γ radiation with an
energy of 2424 keV (with a branching fraction of 0.02%). Multiple factors play a role in esti-
mating the expected levels of 42Ar in nEXO, some of which are not well known, including
the abundance of 42Ar relative to 40Ar after enrichment, which is difficult to estimate quanti-
tatively because they are both very far from the mass cut used. Here we assume a factor nine
enhancement of the isotope 42Ar abundance based on the equivalent value for 136Xe separa-
tion relative to lighter xenon isotopes. Based on measurements of 40Ar in enriched xenon by
the EXO-200 collaboration [82], the assumptions of a xenon recirculation time of 4 days and
100% efficient removal of 42K by the purifier, and an ionization fraction of 76% for this isotope
(based on measurements of Rn daughters in LXe [83]), we obtain an internal 42K activity of
2.59 × 10−9 mBq/kg, which we include in the model. Even assuming a five times larger
activity, the impact on the sensitivity is negligible.

MC studies confirmed that the background contribution from natural radioactivity in
SNOLAB’s cryopit rock walls, including those from the layers of concrete and shotcrete result
in negligible background contribution and have, therefore, been omitted from the model. Sim-
ilarly, the contributions from 238U and 232Th present in the water and the PMTs of the muon
veto system can be neglected even if these nuclides leak into the water and are present near the
OV surface, which is a conservative assumption.

4.2. Radon outgassing

As the background from the copper is substantially reduced compared to previous estimates,
contributing to the better projected sensitivity, 222Rn in the xenon contributes a larger share
and is modeled in detail. The current estimate of the 222Rn background is experimentally
constrained by EXO-200 data, taking into account the emanation from the various detector
and recirculation-system components and their relative surface areas. This process results in a
steady-state population of NRn = 600 222Rn atoms contained in the xenon.

A number of options exist to mitigate the radon content of the xenon, including the selec-
tion of materials and components based on their 222Rn emanation rate and the development of
surface cleaning protocols. This must be done for all components wetting the xenon. EXO-200
data showed steady-state population of about 200 222Rn atoms present in the TPC throughout
the physics runs. These data also indicated that the likely source of this radon was external
to the TPC. To identify the principal source, the 222Rn production rate of the EXO-200 xenon
handling system (piping, pump, purifier) is being radon-assayed in various configurations. A
radon background budget will be kept as components are accepted for installation in the detec-
tor, and transport models will be used to maintain current predictions of the radon population in
the TPC. The xenon handling system will be tested for its 222Rn emanation rate during construc-
tion to confirm that its components do not exceed the requirements. Ongoing measurements
appear to indicate that much of the emanation in EXO-200 occurred in the xenon purifiers.
Work is in progress to better understand and reduce such emanation. One of the strengths of a
liquid-phase detector such as nEXO is that the external recirculation and purification system
can be upgraded, should the need arise. A distillation system could be utilized to reduce this
contamination to acceptable levels. The effectiveness of this approach has been demonstrated
in previous work [84, 85].

In the simulations and data analysis, the treatment of 222Rn in the LXe follows the method-
ology described in reference [46]. β emission from 214Bi is followed in fast succession by
a 214Po α decay that can be used to identify the Bi–Po decay chain if the decays are fully
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Table 6. List of 214Bi decay locations 
 with the corresponding decay fractions f
, α
tagging efficiency εα,
, and number of background-contributing atoms NRn,
 present in
steady-state in the LXe.

Decay location 
 f
 εα,
 NRn,


Cathode top surface 0.617 0.5 185.41
Field rings surfaces 0.184 0.49 56.32
Cathode bottom surface 0.044 0.01 26.37
Skin LXe above anode 0.012 0.01 7.04
Skin LXe under cathode 0.003 0.01 1.65
TPC LXe bulk 0.128 0.999 0.21
Skin LXe barrel 0.012 0.98 0.16

contained in the LXe. The efficiency of this approach depends on the choice for the coincidence
time window and the location of the α decay. Table 6 shows the fraction ( f
) of radon-related
214Bi decays in seven detector areas 
 along with the α tagging efficiency εα,
 [46]. The 214Bi
decays have to be partitioned this way to account for drift of ionized 222Rn daughters in differ-
ent electric field regions of the LXe volume. For a veto time of ΔtBiPo = 1500 μs and a 214Po
half life of 164 μs, the Bi–Po coincidence tagging efficiency is εBiPo = 99.82%. The number
of untagged 214Bi decays at each location is NRn,
 = NRn · f
 · (1 − εBiPo · εα,
).

After application of the BiPo veto, approximately 46% (277 atoms) of the steady-state pop-
ulation of 222Rn atoms in the LXe contribute to the background. Most of the 214Bi decays from
the 222Rn chain are from regions at the edges of the TPC, allowing for optimal exploitation of
the standoff and single-site discriminators, and keeping the innermost LXe volume radioquiet
while allowing measurement of this background in the outer volume.

222Rn in the HFE-7000 will also result in 214Bi decay-related backgrounds, with the relevant
emanation primarily originating from the titanium liner of the IV. Using measurements from
references [86, 87], this is expected to result in a steady-state population of ∼1500 atoms of
222Rn in the HFE-7000. The baseline design of the cryogenic system assumes recirculation
of the HFE-7000 in an external heat exchanger. It is assumed that the contribution from such
an external system can be kept subdominant to the titanium liner contribution due to its much
smaller surface area. The current simulation assumes 1500 Rn atoms uniformly distributed
throughout the HFE-7000 volume. The same 222Rn mitigation strategies described for the LXe
system apply to HFE-7000 system. While this source was added to the model, 222Rn in the OD
water was not included because it can be readily maintained below 9 × 10−9 Bq/kg [76] and
therefore is a negligible contribution to the background budget.

4.3. Exposure-based backgrounds

The backgrounds considered so far are primarily related to contaminants in the material bulk
and intrinsic radon outgassing level. Background also arises from the exposure of detec-
tor components to cosmogenic radiation, to radon in the air, and to dust. These background
contributions are thus a function of the material handling and detector operation.

For cosmogenically-created radionuclides, two separate production pathways are con-
sidered: activation while materials are fabricated, transported, or stored above ground and
steady-state production underground.

For above-ground activation, a systematic study of possible radionuclides produced by cos-
mogenic activity, including production rates and hit efficiencies, is currently underway for all
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detector materials. For the initial effort, the background contribution from cosmogenic iso-
topes in copper (e.g. 56Co, 60Co, 44Sc, 42K) was evaluated and found to be acceptable with
proper management of above-ground exposure and a sufficient period of cool-down under-
ground before deployment. In addition, xenon spallation products that can be removed by
purification are not a concern for nEXO.

Underground cosmogenic activation of detector components was evaluated in a prior work
[39] using MC simulations. The resulting backgrounds were found to be negligible with the
notable exception of those arising from 137Xe, with a half-life of T137Xe

1/2 = 3.82 min [88].

In particular, 135Xe produced through neutron capture in 134Xe has an endpoint energy of
1165 keV [89] and is not a background for 136Xe. The β emission from 137Xe decay has an
endpoint energy of 4173 keV [90] and this causes an overlap of the β spectrum in the region
of the Qββ value. The contribution from 137Xe, activated by interactions in the bulk of LXe,
was studied using Geant4 MC simulations with ∼107 muons passing through a cylinder coax-
ial with the water tank, but with slightly larger dimensions than the OD size, and following
energy and angular distributions observed at SNOLAB [91]. Secondary particles were tracked
and the number of 137Xe atoms produced from neutron captures was counted. Nuclei are pro-
duced with an excited state energy of 4026 keV [92], which is promptly released through γ
emission. These prompt emissions provide a tag for 137Xe production by coincidence with
the originating muon. The veto efficiency was estimated from the muon tagging efficiency and
from the fraction of 136Xe neutron-capture events reconstructed with energy within±2 FWHM
of the full de-excitation energy. A 70% veto efficiency was obtained for 137Xe decays near the
FV edge, increasing toward the LXe center. Therefore, this value is conservatively applied to
reduce the background contribution from 137Xe to (0.85 ± 0.04) × 10−3 atoms/(kg yr), uni-
formly distributed in the LXe volume, without significantly decreasing the livetime, even for
a veto time window as long as five 137Xe half-lives.

Production of 137Xe could also arise from capture of neutrons not of cosmogenic origin.
Radiogenic neutrons produced in the cavern walls by (α, n) reactions in the rock typically
have energies lower than 10 MeV, and do not reach the TPC due to attenuation by the water
shielding. However, activation of 136Xe during xenon recirculation outside the water tank was
evaluated and found to be non-negligible unless special precautions are taken. MC studies
indicate that 137Xe production in these regions can be mitigated by ensuring sufficient neutron
shielding (e.g. a few cm of borated polyethlyene) of the circulation pipes outside the OD. Such
shielding is being incorporated into the design of the recirculation system. Fast neutrons can
also be created close to the TPC via (α, n) reactions by α-decays from the natural decay series
and out-of-equilibrium 210Po (e.g., from 222Rn daughter plate out) from components inside
the water shield. Spontaneous fission contributes relatively little to this background. Cross
sections for (α, n) reactions at these energies are relevant only in low-Z materials due to the
nuclear Coulomb barrier, meaning only certain materials are of particular concern, as well as
222Rn exposure during detector construction. MC studies indicate that when U and Th decay
chains are the source for these α particles, the resulting 137Xe production was found to be
100 to 1000 times smaller than the background contributions from γ-rays of the same chain.
Under the assumption that the introduction of these backgrounds can be sufficiently controlled
during detector design and construction, these processes are neglected in the current model.
Radon progeny attachment studies are underway to provide the underpinning for formulating
radon reduction specifications for the detector assembly areas. Radon removal devices will be
employed during construction to meet this requirement.

Dust can contribute to the nEXO background in two different ways: emission of γ-radiation
and, in case it is in contact with the xenon, emanation of 222Rn. The fractional contribution of
either component depends on the, yet unknown, fraction of mobile dust particles. Another
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source of uncertainty is the make-up of the dust particles. The collaboration developed a dust
fallout model to guide this discussion. During construction dust will be measured via witness
plates and tape lifts [93]. Particles can then be counted via optical microscopy and their U/Th
contents can be measured by inductively coupled plasma mass spectrometry (ICP-MS). nEXO
plans to organize its work around improved EXO-200 assembly procedures. The low 222Rn
content of the xenon in EXO-200 is indirect evidence for the success of its cleanliness pro-
tocols. In the current sensitivity estimate it is assumed that dust mainly contributes via 222Rn
emanation. Its contribution is absorbed in the overall 222Rn content presented in section 4.2.

During detector operation, backgrounds from interactions of neutrinos must also be con-
sidered. Among these, the only important contribution arises from electron-neutrino elastic
scattering from 8B solar neutrinos, uniformly interacting throughout the LXe volume [39]. This
scattering results in (1.15 ± 0.06) × 10−3 electrons/(kg yr) with a continuous energy spectrum
having an end point that is above Qββ [94]. This contribution is included in the MC model.

4.4. Background budget

The development of a background budget is valuable for understanding the role of different
contributions, optimizing the design, planning contingencies, and focusing resources during
detector construction. In order to capture the complex impact of the different background con-
tributions in a synthetic manner, a representative value is computed for each component and
their relative contributions are studied. MC simulations are used to evaluate the probability
that a decay in a specific detector component will produce an SS-like event, i.e., an event
with 0νββ DNN discriminator >0.85, with all energy deposits reconstructed within the inner
2000 kg LXe volume, and event energy within the FWHM of Qββ [39]. These probabilities,
referred to as the hit efficiencies, are then combined with the radioactivity content from each
material using a truncated Gaussian distribution to model the background contributions [95].
Uncertainties are propagated from the underlying terms. An overview of the relative contribu-
tions from each background category is shown in figure 8. For radon outgassing background,
only the statistical uncertainty is given. The breakdowns by material and components of the
intrinsic background from radioactivity of nEXO’s detector materials are shown in figure 9.

In the current model, the largest background contribution is from 222Rn, with ∼50% of the
total budget, and more specifically from 222Rn deposited on the cathode, which corresponds
to ∼30% of the total budget. This result contrasts with previous nEXO publications where the
copper for the TPC construction was dominant. This is the result of the decision to use in-
house EF copper which has lower intrinsic activity. Indeed, in a scenario with all copper from
the previously assumed commercial material, this material alone would consume ∼50% of the
total background budget, with the TPC vessel remaining the largest individual contributor with
∼20% of the total budget, instead of its current <1% contribution.

Other radio-impurities contained in the current model of nEXO’s detector materials account
for about 45% of the background, with exposure-based backgrounds comprising only ∼5% of
the total. Among the backgrounds from intrinsic material contamination, no single component
or material appears to dominate. The contribution from the top four components comes with
significant uncertainties from the underlying radioassay measurements, with the sapphire entry
being particularly noticeable. Efforts are ongoing to improve these assays results, in many cases
pushing the limits of available experimental sensitivity. More broadly, the background analysis
shown here has been guiding the detector design by informing and prioritizing component
design, material selection, radioassay, and overall detector optimization. We discuss the effect
from 222Rn contamination and cosmogenic 137Xe activation in the LXe volume on the nEXO
0νββ sensitivity in section 5.2.
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Figure 8. SS-like fractional background contributions with energy within Qββ±
FWHM/2 and in the inner 2000 kg. The contributions are grouped by category, as
described in the text. For each category, the total contribution is shown by the solid
marker, while individual contributions are indicated by open circles. Negligible contri-
butions are not shown. For 222Rn backgrounds, the breakdown by 214Bi decay location
(based on table 6) is shown. Breakdown by the individual source terms is given for the
other two background categories.

Figure 9. Fractional background contributions from intrinsic radioactivity of the detec-
tor materials grouped by detector component (left) and material (right) with SS-like
topology and energy within Qββ± FWHM/2 and in the inner 2000 kg.
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5. Sensitivity and discovery potential to 0νββ decay

The experimental sensitivity to the 0νββ decay half-life of 136Xe provides the fundamental
metric to determine the experiment’s physics reach and guide its design by embedding all the
detailed aspects of the design, material selection, and analysis into a single value of interest. The
discovery potential and half-life sensitivity of the nEXO experiment to 0νββ is evaluated in a
frequentist approach using a binned profile likelihood ratio test. As such, it mimics the analysis
that would be performed on real data and maximally exploits the multiparameter measurement
capabilities of nEXO.

The procedure to compute the sensitivity follows the methodology outlined in reference
[39]. First, probability density functions for each component and background source are con-
structed from the MC simulations. These are weighted by the radioassay measurements to
produce a model of the nEXO measurement. Toy datasets are then generated by sampling
events from this model, which is fitted back to the toy data in order to generate confidence
intervals on the signal strength. The resulting ensemble of confidence intervals under different
signal hypotheses is used to determine either the median 3σ discovery potential or sensitivity
at the 90% CL to 0νββ decay with nEXO.

5.1. Methodology

We begin by applying selection criteria which mimic an analysis of real data. We select events
with reconstructed energies between 1000 and 3500 keV, and require the reconstructed standoff
distance to be consistent with the FV defined in section 3 (larger than 2 cm). The ‘diagonal
cut’, illustrated by the dashed lines in figure 5, is then applied to remove events with excess
light in the skin. In EXO-200 data, this cut was also sufficient to remove any α decays as well
as poorly reconstructed β and γ events. The detection efficiency for 0νββ decay events after
applying these cuts is 96.0%.

Events passing the cuts are binned into histograms with three dimensions: event energy,
standoff distance, and the DNN 0νββ discriminator. A nonuniform binning scheme was devel-
oped to employ finer granularity where the signal and background distributions are most differ-
ent, in order to maximize the discrimination power. The histograms are normalized to produce
a set of probability density functions (PDFs), each associated with a component and nuclide
pair, that is used to model the experimental data and its analysis.

The relative weight of each PDF is given by:

NPDF = MAs

(
K

Nprim

)
Tlive, (1)

where M is the mass (or surface area) of the particular component, As is the specific activity per
unit mass (or surface area), K are the number of events passing our analysis cuts, Nprim is the
number of primary decays generated in the simulation, and T live is the assumed livetime. The hit
efficiencies are given by K/Nprim. By employing input parameters that derive from a detailed
engineering design, a robust radioassay program, and detailed high-statistics MC simulations,
we feel confident that the PDFs and their normalization provide an accurate representation of
the final experiment.

In order to account for the uncertainties in the radioassay measurements, As is sampled from
a normal distribution truncated at zero each time a new toy experiment is run. Fluctuations are
applied at the material level, meaning that two components made of the same material fluctuate
together in each toy experiment.
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Figure 10. Nominal model of event distributions in nEXO, projected onto each of the
three axes used in the sensitivity analysis: (a) event energy, (b) DNN 0νββ discriminator,
and (c) standoff distance. The 0νββ decay signal corresponds to a half-life of 0.74 ×
1028 yr.

All PDFs for either 238U or 232Th decays in detector components inside the TPC vessel
are grouped together because of the degeneracy in their distributions. The PDFs for 40K of
all components are grouped together to simplify the calculations, since this nuclide does not
contribute with events near Qββ . In addition, all PDFs at a distance farther than the TPC vessel
are grouped into a single ‘far component’. Backgrounds in the liquid xenon itself, specifically
137Xe and 42K decays, are grouped into a separate component. On the other hand, 2νββ and
222Rn decays in the LXe are treated as individual components, as well as the PDF for electron-
neutrino elastic scattering from 8B solar neutrinos.

The relative contribution of each component to its group PDF is defined by equation (1),
and the total contribution of that group to the toy event is defined as the sum of the expected
counts from each individual component. The full toy model is defined as a distribution where
the number of events in the jth bin of the three-dimensional fit space is given by the expression

n j = N0ν f0ν j +
∑

i

Ni fi j, (2)

where Ni represents the expected number of events from the ith group and fi j is the value of
the PDF for the ith group in bin j. The Nis are variable parameters—when building a model
to generate toy datasets they are fixed at the values computed using equation (1), but they are
allowed to float when fitting the model to a toy experiment. The projections of the model onto
each of the three axes, as well as of the contribution from each group, is depicted in figure 10.

A negative log-likelihood (NLL) is minimized to determine the best fit values for Ni in each
toy dataset. The profile likelihood-ratio is used as a test statistic to build confidence intervals
for exclusion or discovery of 0νββ decay. The details of the statistical analysis employed in
this work are provided in appendix A.

An example of a toy dataset assuming that 0νββ decay exists and has a half-life of
0.74 × 1028 yr is presented in figure 11. The figure shows the randomized data projected onto
the three fitting variables along with the best fitted PDFs, which are grouped together based
on similar characteristics. Figure 11(a) shows the energy distribution of SS-like events in the
central 2000 kg of LXe, where a comparable rate is observed between signal and all back-
ground components added together in the region near Qββ . In figure 11(b), the DNN score
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Figure 11. Event distributions for an example of toy dataset (black points) and combined
groups of the fitted PDFs projected onto the three axes used in the sensitivity analysis.
In (a) the event energy distribution is shown for SS-like events (DNN >0.85) in the
central 2000 kg LXe and in the 2000–2800 keV region; (b) the DNN 0νββ discrim-
inator distribution is shown for events with energy within Qββ± FWHM/2 and in the
same central volume; and (c) the standoff distance distribution is shown for SS-like
events within Qββ± FWHM/2. The 0νββ decay signal corresponds to a half-life of
0.74 × 1028 yr.

distribution is shown for events with energy within the FWHM around Qββ and in the central
2000 kg of LXe, while (c) shows the standoff distance distribution for SS-like events within
the same energy range. There is a region where the signal is dominant over backgrounds in the
bins toward 0νββ-like DNN score and innermost volumes in the standoff distance, illustrating
the 0νββ decay separation power obtained with nEXO.

5.2. Sensitivity results

Figure 12 shows the projected 0νββ sensitivity and discovery potential at 3σ level as functions
of livetime. If no signal is observed in a 10 years exposure, the median expected exclusion for
nEXO is T0ν

1/2 > 1.35 × 1028 yr at the 90% CL. With one year of data taking this value is

0.2 × 1028 yr and exceeds 1028 yr after 6.5 years. For a potential signal, the median 3σ dis-
covery potential is T0ν

1/2 = 0.74 × 1028 yr. These results represent an increase of ∼30%− 45%
over the previous projections reported in reference [39]. About 1/3 of the improvement arises
from the DNN discrimination power, consistent with results reported by EXO-200 [34], and
the remaining 2/3 arises from the reduction of backgrounds, dominated by the choice to use
EF copper. The expected discovery significance as a function of the 0νββ decay half-life at
the nominal 10 years livetime is presented in figure 13. We observe that a median significance
of 2.4σ is achieved for a hypothetical 0νββ decay half-life of 1028 yr. If 0νββ decay exists
with half-life of <0.38 × 1028 yr then nEXO would be capable of discovery at 5σ significance
in more than 50% of the possible realizations.

The energy resolution obtained in the MC simulations is based on a realistic representa-
tion of the detector response but also includes some simplifications, a few of which cannot
yet be fully validated at this stage of the experiment design. To quantify the impact of the
energy resolution on the experimental sensitivity, we degraded the resolution value at Qββ

within a conservative range of values and then re-evaluated the sensitivity. The result is shown
in figure 14. As previously reported [39], the 0νββ sensitivity does not degrade substantially,
decreasing by ∼15% for the resolution growing by 50%.
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Figure 12. Projection of the median sensitivity and 3σ discovery potential to 0νββ
decay with nEXO as functions of the detector livetime. At small livetimes, the exper-
iment is essentially background-free. In this regime, the number of observed counts
required to make a 3σ discovery is smaller than the number of counts that can be
excluded at the 90% CL, leading to a discovery potential that is higher than the
sensitivity.

Figure 13. Projections of the median discovery significance to 0νββ decay with 10 years
of nEXO data. The gray band indicates the 68% symmetric quantile around the median.
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Figure 14. Projected median sensitivity to 0νββ decay at 90% CL with nEXO operat-
ing at different energy resolutions. The large marker represents the value at the base-
line model, while smaller points represent the calculations with the energy resolution
intentionally degraded. The solid line is a linear fit to the calculated points.

Figure 15. nEXO median sensitivity and 3σ discovery potential evaluated for hypo-
thetical variations in background scale from (a) 222Rn decays in the LXe, (b) 137Xe
production, and (c) all γ background components.

222Rn decays in the LXe contribute approximately 50% of the total background budget,
as discussed in section 4. Because of the complexity and inherent uncertainty of estimating
the nEXO radon content by up-scaling the EXO-200 experience, R & D, at this time focus-
ing on devices to remove xenon contaminants, is ongoing. In particular, online removal could
allow even lower levels of radon contamination thus improving the nEXO sensitivity. There-
fore, the 0νββ sensitivity and 3σ discovery potential are also evaluated for values between
100× smaller than the Rn-background design value and up to 10× larger than the design value.
The results are shown in figure 15(a). In the most pessimistic scenario considered, the
sensitivity reach would reduce to just below 1028 yr.
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Albeit subdominant, backgrounds from 137Xe are particularly difficult to reject through
their event topology because they arise from β decays nearly uniformly distributed in the FV.
Estimates of cosmogenically-produced137Xe are well understood but more advanced veto tech-
niques than the simple scheme presented in section 4.3 could further reduce this component.
On the other hand, less is known about the 137Xe production rate from neutrons from (α, n)
reactions or spontaneous fission. Figure 15(b) presents the effect of a possible reduction or
increase of 137Xe on the median 0νββ sensitivity and discovery potential at 3σ, which are
found to remain within ∼10% of the baseline value up to a fourfold increase in 137Xe rates.

During further development of the experiment continued attention will be given to the ben-
efits arising from reduced background and improved detector performance. A broader investi-
gation of the impact from variations in the rate of γ backgrounds was therefore performed by
scaling all γ background components (including 214Bi from out-of-equilibrium 222Rn) and re-
evaluating the 0νββ sensitivity and discovery potential. The results are shown in figure 15(c).
In particular, a power law fit to these curves, when plotted as a function of background index B,
yields T0ν

1/2 ∝ B−0.22 and T0ν
1/2 ∝ B−0.26 for the sensitivity and discovery potential at 3σ, respec-

tively. The fitted power for the sensitivity represents a substantial improvement compared to
the value of −0.35 reported in reference [39], and brings nEXO closer to the background-free
regime, where this power is zero.

To appreciate how close nEXO is to be a background-free experiment, we also consid-
ered the ideal scenario—wherein all backgrounds are perfectly removed with the exception of
2νββ—to determine the ultimate sensitivity of a LXe TPC experiment of nEXO’s size. In this
case, even the remaining contributions from 2νββ decays near Qββ are highly suppressed by
the good energy resolution. The resulting upper limit at 90% CL obtained with the approach
employed in this work is 1.9 counts, which is smaller than 2.44 counts as expected in the opti-
mal case of a truly zero background experiment [78]. Following the approach suggested by the
same reference, we used the latter value to calculate the sensitivity reach, which in this case
results in 3.6 × 1028 yr.

5.3. Comparison to a counting experiment

By incorporating all aspects of the experiment, we consider the 0νββ decay half-life sensi-
tivity the most representative figure-of-merit of the experiment’s design and performance. For
comparison purposes, it is useful to summarize the complex background spatial distribution
and the performance of the multi-parameter fit into a single parameter, as would be the case
for a counting experiment.

Compared to our multi-dimensional likelihood analysis, in a counting-experiment anal-
ysis, all the information is collapsed into a single bin which only contains events passing
all event selection cuts. This corresponds to SS-like events with energy within the range
Qββ ± FWHM/2 and position within the FV. The fraction of 0νββ events in this more
narrowly-defined region of interest is 52.0%. We assume that both the signal and background
distributions are given by independent Poisson distributions with means s and b, respectively.

Following the procedure above, one would generate many toy experiments producing dif-
ferent values for the observed number of events n from a Poisson distribution with a mean of
either s + b, to evaluate the discovery potential, or simply b, to obtain the sensitivity reach, and
then compute the p-value with respect to the null hypothesis. The median significance obtained
from the distribution of p-values exhibits a counter-intuitive saw-tooth behavior as a function
of background b due to the discrete nature of the observable counts. Instead, we follow the
procedure outlined in reference [96], where the p-value of the average n over all toy experi-
ments is used to calculate the significance. The use of this so-called Asimov dataset overcomes
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Figure 16. 90% CL exclusion sensitivity reach to the effective Majorana neutrino mass
〈mββ〉 as a function of the lightest neutrino mass for normal (left) and inverted (right)
neutrino mass ordering. The width of the horizontal bands derives from the uncer-
tainty in NMEs (see text) and the values of 〈mββ〉 are calculated using gA = 1.27. The
darker bands covers ∼68% of the NME values. The dashed contours of the normal neu-
trino mass ordering (NO) and inverted ordering (IO) bands result from the unknown
Majorana phases and are, to this date, unconstrained. The outer solid lines incorporate
the 90% CL errors of the three-flavor neutrino fit of reference [99].

the above mentioned shortcomings and results in a monotonic dependence of the p-value as a
function of background.

The above procedure is used to calculate an effective background index for which such
a counting experiment would yield the same half-life sensitivity at 90% CL as the multi-
dimensional likelihood analysis presented in the previous section. For nEXO’s projected half-
life sensitivity of 1.35 × 1028 yr at 90% CL, the effective background index is equal to
b = 7 × 10−5cts/(FWHM kg yr). While we have explored alternative methods for calculat-
ing the sensitivity [97] and discovery potential [98] in the case of a counting experiment, we
found the above method in combination with the Asimov dataset to be the most straightforward
and to be neither overly optimistic nor conservative.

6. Conclusions

nEXO has been designed to exploit the advantages of the LXe TPC technology to search for
0νββ decay at the tonne scale. In this report we present an updated projection for the nEXO
median sensitivity to the 0νββ decay half-life of 136Xe, resulting in a new baseline-value of
1.35 × 1028 yr at 90% CL in 10 years of livetime. The significant improvement obtained for
the sensitivity reach compared to previous reports by the collaboration results from the success
of a comprehensive R & D program along with a refined design of the detector and improved
data analysis tools.

Under the assumption that the 0νββ decay process is mediated by the exchange of a light
Majorana neutrino [7], the sensitivity to its half-life can be converted into a coverage region
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Figure 17. Effective Majorana mass 〈mββ〉 sensitivity (top) and discovery potential (bot-
tom) for nEXO for different NMEs, the standard light neutrino exchange mechanism and
gA = 1.27. While the 〈mββ〉 is not a statistical variable, to guide the eye we also provide
the medians of the 〈mββ〉 ‘distributions’ (vertical dashed lines of the same color). The
individual 〈mββ〉 values are indicated by the tick marks on the horizontal axis. The gray
area represents the inverted neutrino mass ordering band with the solid and dashed lines
corresponding to the lowest possible values of the contours in figure 16.

for the effective Majorana neutrino mass 〈mββ〉 using:

[T0ν
1/2]−1 =

〈mββ〉2

m2
e

G0νg4
A|M0ν |2, (3)

where me is the electron mass, gA the axial-vector coupling constant, G0ν the kinematic
phase-space factor, and M0ν the NME. 〈mββ〉 can be expressed in terms of the neutrino mass
eigenvalues (mi) and the PMNS neutrino mixing matrix elements (Uei) by:

〈mββ〉 =
∣∣∣∣∣

3∑
i=1

U2
eimi

∣∣∣∣∣ . (4)

Figure 16 shows the nEXO exclusion sensitivity to 〈mββ〉 as a function of the lightest neutrino
mass. These values are calculated using gA = 1.27 and G0ν from reference [100]. The allowed
neutrino mass bands are derived from neutrino oscillation parameters in reference [99]. The
〈mββ〉 exclusion band between 4.7 and 20.3 meV arises from the full range of NMEs [12–28],
represented by a light green band with NREDF [18] and deformed-QRPA [27] at the mini-
mum and maximum extremes, respectively. Here we take an agnostic viewpoint and consider
all NMEs available in the literature, and remove only those superseded by a more recent publi-
cation from the same authors. The 〈mββ〉 reach of nEXO fully covers the inverted neutrino mass
ordering by extending below 15 meV for all but one of the NMEs, and explores a significant
portion of the normal ordering. This is further illustrated in figure 17, where the distribution of
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effective Majorana neutrino mass sensitivity and discovery potential are shown for the different
NMEs.
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Appendix A. Statistical analysis

A binned-likelihood function is built from the model:

L =

[∏
j

n
d j
j e−n j

d j!

]
×
∏

k

e−(Nk−N’
k)2/(2σ2

k ), (A.1)

where n j and d j are the expected and observed numbers of events in bin j, and the second
product (indexed by k) contains two Gaussian constraints applied to two parameters in the fit.
One of these parameters is the number of events from the 222Rn background component, which
is expected to have its contribution measured in-situ to within 10% or better as obtained by the
EXO-200 collaboration [74], while the other constraint is applied to the number of events from
8B solar neutrinos, because its rate is tightly constrained by the Super-Kamiokande-IV exper-
iment [101]. The NLL is minimized for each toy dataset using the Minuit software package
[102, 103].

The confidence interval to reject the 0νββ decay hypothesis for each toy dataset is built
using the profile likelihood ratio test:

λ(μ) =

⎧⎪⎪⎨
⎪⎪⎩
−2 ln

Lμ

Lμ̂
μ̂ � 0

−2 ln
Lμ

L0
μ̂ < 0,

(A.2)

where Lμ denotes the likelihood evaluated at a given value μ of the signal hypothesis, i.e., the
value of N0ν in equation (2), and the single hat denotes its global best fit value. In particular,
L0 is the likelihood for null signal, μ = 0. For each toy experiment, we fit a parabola to λ(μ)
calculated for various μ hypotheses in order to determine the value μ90 for which hypotheses
equal or larger are excluded at the 90% or higher CL. This percentile is determined by the
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Figure A1. Distribution of upper limits μ90 for 5000 toy datasets. The median corre-
sponds to a bound on the 0νββ decay halflife of T1/2 > 1.35 × 1028 years.

critical value λc(μ) calculated as explained below. The distribution of μ90 for a sample toy
dataset is shown in figure A1.

The nearly background-freenature of the nEXO experiment may invalidate Wilks’s approx-
imation for the critical value λc of the NLL ratio test statistic that determines the percentiles
of its distribution [104]. For this reason, we numerically computed λc(μ) at several values of
signal hypotheses μ using a frequentist approach that employs MC simulation to generate and
fit an ensemble of many toy experiments as suggested in reference [78]. A third-order spline
is used to interpolate λc(μ) for any value of μ. This procedure was repeated for the different
levels of backgrounds studied in this work, such as varying the detector livetime, and we found
that it recovers the Wilk’s approximation λc � 2.71 in the limit of large background rates.

The discovery potential to 0νββ decay is determined from the signal hypothesis μ, Hμ,
which produces an ensemble of toy experiments consistent with a given median significance
to reject the null hypothesis, H0. We apply the following test statistic to determine the discovery
significance:

q0 =

⎧⎨
⎩−2 ln

(
L0

Lμ̂

)
= −2ΔNLL μ̂ > 0

0 μ̂ � 0,
(A.3)

where q0 is null for μ̂ � 0 to avoid that positive fluctuations in background counts are consid-
ered as evidence against H0. This approach requires first building the distribution of q0 for H0,
and then evaluating similar distributions for various Hμ. The median of each of the latter dis-
tributions is compared to the percentiles obtained with H0, and then the matching percentile is
converted into a significance following Gaussian z-scores. For z � 4, the q0 distribution for H0

is approximated by a χ2 distribution because of the low statistics with these datasets. A linear
interpolation is used to obtain the significance for any value of μ. An example distribution of
significance for H0 and Hμ, for μ = 8, 10, 12 and 14 is shown in figure A2.
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Figure A2. Sample distributions of q0 for the null hypothesis H0 in gray and for
alternative hypotheses Hμ in color, with μ = 8, 10, 12 and 14. In total 1 × 105 and
5 × 103 toy datasets were simulated for the null hypothesis and the alternative
hypotheses, respectively. The p-value is calculated from counting the number of toy
datasets in the distribution for H0 that are above the median value for Hμ, shown as ver-
tical colored lines. The gray vertical dashed lines indicate the quantiles corresponding
to 1σ, 2σ, 3σ and 4σ significance of discovery.

ORCID iDs

C Licciardi https://orcid.org/0000-0003-1287-4592

References

[1] Furry W H 1939 Phys. Rev. 56 1184–93
[2] Rodejohann W 2011 Int. J. Mod. Phys. E 20 1833–930
[3] Fukugita M and Yanagida T 1986 Phys. Lett. B 174 45–7
[4] Rubakov V A and Shaposhnikov M E 1996 Phys.-Usp. 39 461–502
[5] Deppisch F F, Graf L, Harz J and Huang W C 2018 Phys. Rev. D 98 055029
[6] Buchmüller W, Peccei R D and Yanagida T 2005 Annu. Rev. Nucl. Part. Sci. 55 311–55
[7] Avignone F T III, Elliott S R and Engel J 2008 Rev. Mod. Phys. 80 481–516
[8] Zyla P et al (Particle Data Group) 2020 Prog. Theor. Exp. Phys. 2020 083C01
[9] Redshaw M, Wingfield E, McDaniel J and Myers E G 2007 Phys. Rev. Lett. 98 053003

[10] McCowan P M and Barber R C 2010 Phys. Rev. C 82 024603
[11] Gando Y et al (KamLAND-Zen) 2021 The nylon balloon for xenon loaded liquid scintillator in

KamLAND-Zen 800 neutrinoless double-beta decay search experiment (arXiv:2104.10452)
[12] Caurier E et al 2008 Phys. Rev. Lett. 100 052503
[13] Rodríguez T R and Martínez-Pinedo G 2010 Phys. Rev. Lett. 105 252503
[14] Suhonen J and Civitarese O 2010 Nucl. Phys. A 847 207–32
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